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Image quality degradation is one of the main problems in Digital Holography. A novel
method for noise reduction based on the Hilbert-Huang transform is introduced that
reduces the normalized contrast and partially removes the DC-term. It is successfully
applied in the hologram plane and requires a single hologram to function. The method
causes no reduction in spatial resolution. Moreover, it can be combined with existing
noise-filtering methods to improve image quality even further.
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1. Introduction

Digital holography is an optical technique used to capture and display informa-
tion on both light intensity and phase [16,28]. It has applications in many different
fields, such as microscopy [14, 33], cryptography [6], nondestructive testing [9, 12],
art and entertainment displays [35] and others [15,31]. The technique uses lasers as
a light source, and due to their coherent nature, digital holograms exhibit a mixture
of highly coherent speckles and additive incoherent noise. These effects severely de-
grade the quality of the recorded holograms, and significant effort is put into limiting
the noise.

Generally speaking, two main classes of techniques tackle the hologram noise
problem: optical and numerical. Optical methods involve some reconfiguration of the
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standard recording holographic setups, such as multiple wavelength recording [13],
white-light illumination [24], moving diffusers and apertures [17] and others [23].
They all show substantial noise reduction qualities, and some of the best available
methods are part of this class. Still, additional work and optical elements must be
introduced during the digital hologram’s recording stage to benefit from them. The
second group of methods, the numerical ones, utilizes standard holographic setups
but processes numerically the recorded or reconstructed holograms. When operat-
ing on the recorded hologram, usually the goal is to produce multiple holograms
in which the speckle patterns are de-correlated – the multi-look digital holography
approach (MLDH). The best of these methods is demonstrated in [2]. The tech-
niques that operate on the reconstructed image are various spatial filters, the best
performing of which is BM3D [3, 4, 8]. Methods based on deep learning techniques
also show promise, but they will not explore them here due to some practical con-
siderations such as ease of applicability and result interpretability (especially for
medical tasks) [36].

An area of digital hologram denoising left somewhat unexplored is filtering in
the hologram plane without relying on the MLDH methods. This paper proposes
a technique based on the Hilbert-Huang transform (HHT) [15] for two-dimensional
data. The technique uses a single shot and a standard off-axis recording hologram
setup. It is different from existing methods in the following two ways:

• The HHT is a global transformation method that works with the entirety of
the signal.

• The method works with the recorded hologram, and the noise filtering occurs
in the hologram plane.

The 2D-HHT technique can decompose the input hologram into several com-
ponents, the sum of which is the original hologram. We hypothesize that some
components are non-informative and only introduce noise or other unneeded low-
frequency data. Such components can be discarded. The interaction between dif-
ferent components is going to be examined. We will omit and add new elements.
Various combinations will be tested to find the best. When talking about a “best
one”, it is strictly meant in the conditions of the current experiment with its specific
parameters.

2. Methods

The Hilbert-Huang transform is a novel way to decompose a signal into a data-
dependent basis through the Empirical Mode Decomposition (EMD) [22] and obtain
frequency information by using Hilbert Spectral analysis [19]. HHT works very well
on nonstationary and nonlinear signals. This can be utilized in digital holography.
The EMD process can be broken down into several steps:

1. Firstly, the local minima and maxima of the input signal 𝐻𝑖−1(𝑥, 𝑦) are iden-
tified;
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2. Afterwards, cubic splines are used to connect those extrema, thus forming an
upper and lower envelope – 𝐸𝑢(𝑥, 𝑦) and 𝐸𝑙(𝑥, 𝑦);

3. The mean of the two envelopes – 𝑚(𝑥, 𝑦) = 1
2 [𝐸𝑢(𝑥, 𝑦) + 𝐸𝑙(𝑥, 𝑦)] is then

subtracted from the original signal 𝐻𝑖(𝑥, 𝑦) = 𝐻𝑖−1(𝑥, 𝑦)−𝑚(𝑥, 𝑦);

4. The process is repeated with the updated value 𝐻𝑖(𝑥, 𝑦) until an intrinsic
mode function (IMF) with specific properties is found. Similarly to the one-
dimensional case, the mean of the two envelope surfaces is zero and the number
of local minima and maxima is approximately the same.

5. With the acquired IMF, steps 1–4 are repeated. The collection of IMFs rep-
resents the original data, and their sum is the starting signal – 𝐻(𝑥, 𝑦) =∑︀𝐶

𝑖=1 IMF𝑖(𝑥, 𝑦) + 𝑟𝑐, where 𝑟𝑐 is the signal trend, and 𝐶 is the total number
of IMFs.

After the EMD components have been obtained, frequency analysis can be
performed by applying the Hilbert transform to each IMF. Depending on the task,
various manipulations and processing can be used for single or multiple components,
and components may be dropped or added from the collection of IMFs.

The original method applies to 1D data, but since its introduction, many
authors have shown the possibility of extending the ideas to 2D signals [21, 27].
Some take shortcuts regarding interpolation or extrema localization, but we have
attempted to stay true to the original technique. The recorded hologram is the 2D
data on which we apply the HHT method. Since the data is two-dimensional, up-
per and lower envelope surfaces are built correspondingly through the local maxima
and minima. The mean surface between the upper and lower envelope surfaces is
subtracted from the original hologram, and the process continues until a singular
frequency component remains. Building the envelope surfaces is a scattered data
interpolation problem for which several algorithms have been developed [1, 10]. In
the current work, the primary interpolating method is the biharmonic spline [26].
It is combined with a 2D cubic interpolating technique using Delaunay triangula-
tion [20]. We usually calculate the first three to four components with the latter
and then finish with the former algorithm. The reason for this approach is that for
large data sets, the biharmonic spline requires a large amount of memory – 83 GB
for 8 Mpix holograms. Using only cubic interpolation with triangulation also leads
to convergence, but more components are generated and have significant amplitude
differences. Other methods [25,29] were also considered. However, it was found that
the combination of the methods mentioned above led to a very stable convergence
to a single oscillatory IMF. The next part of this paper presents an investigation
into the interpolation methods and convergence, as well as component selection.

3. Experimental and method setup

An Nd: YAG laser with a wavelength of 532 nm is used as a light source. The
light sensor is a CMOS camera with a pixel size of 1.67 × 1.67 µm2. The distance
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Figure 1. Standard off-axis holographic setup,
B.S. – beam splitter

between the object and the camera is 34 cm. The experimental setup used in the
current work is shown in Figure 1.

In the current work, holograms were reconstructed using the Fresnel diffraction
formula. Noise reduction is evaluated using the normalized contrast 𝑉 , defined as

𝑉 =
𝜎

𝜇
, (3.1)

where 𝜎 and 𝜇 are the standard deviation and the mean of the pixel values of a
homogenous area in the image. A lower value of the normalized contrast indicates
less noise. Whenever “ground truth” information is available (as is in the case with
computer generated holograms) mean squared error (MSE) can be used:

MSE =

∑︀𝑀,𝑁
𝑚,𝑛=1 (𝐼true(𝑚,𝑛)− 𝐼noisy(𝑚,𝑛))

2

𝑀 ×𝑁
(3.2)

where 𝐼true is the ground truth image, 𝐼noisy is the noisy image, 𝑀 ×𝑁 is their size.
The first step in preparing the algorithm that processes the holograms is to

achieve convergence of the EMD stage. It is a challenging task as the local extrema
are distributed in a non-structured manner throughout the two-dimensional image
array (the recorded hologram). Our initial interpolating attempt was trying out
the cubic interpolation based on Delaunay triangulation. This technique creates a
piecewise C1 surface of the input scattered data. While the method is fast and could
achieve convergence, it is not systematic and often produced over 25 components.
This uncertain behaviour is unwanted. Purely linear interpolation and others, such
as nearest and natural neighbour interpolation, do not achieve convergence. Those
methods are also quite different from the spline interpolation used in the 1D case
of Huang’s original work. Biharmonic splines were also tried out, but due to the
high number of extrema (> 4E+04), they turned out to be very computationally
and memory expensive. Due to this limitation, the biharmonic spline interpolation
technique was chosen only for smaller holograms or EMD components with fewer
local extrema (<4E+04). For smaller holograms, the method is relatively stable
and robust. Shepard’s interpolation method was also employed, but it achieved con-
vergence slower than the biharmonic splines. The best result regarding systematic
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convergence and the number of produced components was achieved using a combina-
tion of cubic interpolation and biharmonic splines. The cubic interpolation algorithm
calculates the first three or four components as they are the most computationally
intensive. After that, biharmonic splines are used. It solves the problems with con-
vergence in the first method and the computational costs of the second. With this
combination, we can achieve hologram convergence in 8 or 9 steps (depending on the
hologram). An example decomposition using this approach is presented in Figure 2.

Figure 2. Decomposition of a hologram into 9 EMD components

Processing times as well as extrema count are provided in Table 1. This infor-
mation provides a general quantitative outline of the computation process. We like
to remind again that when only cubic interpolation is used, the process does not
converge.

We used a Lenovo™ IdeaPad 130-15IKB laptop with an Intel® Core™ i5-8250
CPU and 20GB of RAM to derive the processing times in Table 1. They may vary
between different computers, development environments and code structure. We can
see that the biharmonic spline interpolation for component #5 takes a considerable
amount of time, but afterwards the number of extrema quickly goes to 1. Building
envelope surfaces using cubic interpolation is quite fast and helps reduce the minima
and maxima count so that we can use the biharmonic spline method.
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Table 1

Processing time and number of extrema for each EMD component calculation

Interpolation method Component # Number of extrema Processing time [s]
Cubic 1 167.01E+04 23.51

Cubic 2 28.91E+04 13.08

Cubic 3 9.14E+04 11.32

Cubic 4 4.70E+04 10.61

Biharmonic spline 5 3.94E+04 5395.45

Biharmonic spline 6 0.33E+04 423.66

Biharmonic spline 7 424 56.67

Biharmonic spline 8 44 7.41

Biharmonic spline 9 1 0.92

4. Results

After having found a robust way of decomposing an image into its empirical
mode components, we investigated how to manipulate them to achieve noise reduc-
tion after reconstruction. Firstly, we examined and reconstructed the hologram from
each component individually. For different recorded objects all the relevant informa-
tion was contained in the first two decompositions. The first component contained
most useful image information, the second one contained some lower frequency image
information, and components 3–9 had other low-frequency signals and the DC-term.
This result, regarding the distribution of low and high-frequency data throughout
the decomposition components, matches previous findings [5]. The reconstructions
of the components can be seen in Figure 3.

Figure 3. The first, second and third component reconstructions.
White stripes in the second image are visible to the right of the DC-term
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Figure 4. Areas for which V is calculated

This result pointed us to reconstructing the sum of the first two components
only and examining the normalized contrast for the areas specified in Figure 4.

Finally, the contrast values for the filtered hologram are compared with the
results from a standard Fresnel reconstruction where the hologram is not filtered. A
slight but consistent improvement is present, which can be seen in Table 2.

Table 2

Contrast values for the different regions

V Unfiltered 2D-HHT
Region 1 0.5201 0.5191
Region 2 0.5388 0.5378
Region 3 0.5299 0.5296
Region 4 0.5219 0.5212

We also tried adding additional noise components to the sum closely related to
the specific speckle pattern. We tried adding different speckle patterns to various
components, removing only selected ones, and adding multiple speckle patterns.
However, these manipulations were not beneficial to noise reduction. We also tried
a new decomposition of the sum of the first and last components, but it did not
produce any significant change. With that, we have concluded that for holograms
made with the setup shown in Figure 1, the best application of the 2D-HHT is to
select only the first two components and discard the rest. Throughout the rest of
the paper, we are going to use only the first two components from the empiric mode
decomposition.

Further examination of the method shows its beneficial effect in reducing the
zeroth order image (also known as the DC-term). It is a result of the imaging
equations and off-axis holographic setup [18]. The DC-term appears as a very bright
spot at the center of the reconstructed image and is of no practical use. Although
more efficient methods [16] exist for its removal, the effect is considerable and should
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Figure 5. Top – nontreated hologram, bottom – hologram after application of the 2D-HHT
algorithm. The images on the bottom are clearer as the bright DC-term is removed

Figure 6. The sum of the seven unwanted HHT components

be mentioned. It can be observed in Figure 5. The sum of the seven discarded
components can also be reconstructed and viewed. It consists of parts of the DC-
term and background noise and lacks any information about the object. It was
calculated that this sum of components has a mean value of 5% of the mean value
of the untreated image, meaning that with its removal, 5% of the unwanted signal
was discarded. The sum can be observed in Figure 6.

All these discoveries confirm our hypothesis that part of the unwanted signal
or noise is contained in the decomposition components, and by discarding them,
noise reduction is achieved. It means that 2D-HHT is a viable method for hologram
filtering.

An investigation into the smallest resolvable details in both restored images
shows no loss of spatial resolution when applying the 2D-HHT algorithm to a holo-
gram (Figure 7).

5. Further investigation

2D-HHT can operate successfully on recorded holograms without a change in
resolution so it can be combined with existing noise-filtering methods.

Here we have used 2D-HHT in combination with the Frost filter [11], BM3D [3,
4, 7] and NLM [32, 34] methods. We have chosen these techniques due to their
performance and straight-forward application. The NLM filter was set up for a
search window size of 11 pixels and a comparison window size of 5 pixels. BM3D
was run with default parameters. The Frost filter had a damping parameter of 0.7
and a search window of 5 pixels. We evaluated the noise suppression at three spots
in the reconstructed hologram – two inside and one outside the recorded object. It
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Figure 7. Inspection of the resolution. Left – selection of the finest detail to evaluate,
right – a cross-section of the three white stripes, circles – 2D-HHT, stars – unfiltered

Figure 8. Regions for contrast estimation

gives us a good overview of the overall filtering performance. The spots are shown
in Figure 8.

The contrasts for those areas are calculated and presented in Figures 9, 10
and 11.

Figures 9–11 show how contrast is affected when our method is applied to
existing filtering techniques. For all areas of interest, an additional noise reduction
can be observed for the holograms treated with the 2D-HHT algorithm.

An additional check into the method’s usefulness was carried out on simulated
holograms. Instead of a conventionally recorded hologram, we generated an inter-
ference pattern by a GPU algorithm [30] without adding thermal noise. It was done
to show that the current method not only deals with camera noise but also has
an overall beneficial effect on the hologram. Contrast values for several areas were
calculated and displayed in Table 3.

Using a computer simulated hologram allowed us to measure the MSE value
(Eq. (3.2)). Results for different speckle sizes are presented in Figure 13.

Similarly, a small but consistent improvement in the MSE values can be ob-
served for the filtered hologram.
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Figure 9. Contrast estimation for the Frost filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the Frost filter only, while

the orange bars to the right combine our method and the Frost filter

Figure 10. Contrast estimation for the NLM filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the NLM filter only, while

the orange bars to the right combine our method and the NLM filter

Figure 11. Contrast estimation for the BM3D filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the BM3D filter only, while

the orange bars to the right combine our method and the BM3D filter
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Table 3

Contrast estimation for simulated hologram

V Unfiltered 2D-HHT
Region 1 0.3603 0.3601
Region 2 0.5277 0.5214
Region 3 0.3706 0.3704

Figure 12. Contrast estimation areas
on the simulated hologram

Figure 13. MSE value for different speckle sizes. The curve for the filtered holograms
by our method is entirely below the curve for the untreated

6. Conclussion

This paper presented a novel method for noise reduction in digital holograms.
It is based on the Hilbert-Huang transform and, unlike existing approaches, tackles
the noise problem in the hologram plane. Various beneficial effects of the method
were demonstrated, including reduced normalized contrast, DC-term removal and
background noise reduction. Furthermore, the technique preserves image resolution,
which allows it to be combined with other existing methods. A detailed evaluation of
the noise reduction has been carried out. The proposed method was found to keep
its beneficial effects when combined with existing techniques. It helps to further
reduce the normalized contrast without impact on resolution. Future developments
of the method include investigation of parallelization of different parts of the tech-
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nique, such as the scattered data interpolation algorithms. Calculating the envelope
surfaces on a GPU could help reduce processing times.
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